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Abstract—As Large Language Models (LLMs) advance in
natural language processing, there is growing interest in lever-
aging their capabilities to simplify software interactions. In this
paper, we propose a novel system that integrates LLLMs for both
classifying natural language inputs into corresponding API calls
and automating the creation of sample datasets tailored to specific
API functions. By classifying natural language commands, our
system allows users to invoke complex software functionalities
through simple inputs, improving interaction efficiency and low-
ering the barrier to software utilization. Our dataset generation
approach also enables the efficient and systematic evaluation of
different LLMs in classifying API calls, offering a practical tool
for developers or business owners to assess the suitability of
LLMs for customized API management. We conduct experiments
on several prominent LL.Ms using generated sample datasets for
various API functions. The results show that GPT-4 achieves
a high classification accuracy of 0.996, while LLaMA-3-8B
performs much worse at 0.759. These findings highlight the
potential of LLMs to transform API management and validate
the effectiveness of our system in guiding model testing and
selection across diverse applications.

Index Terms—Large Language Models (LLMs), API Manage-
ment, API Classification, Dataset Generation, Natural Language
Processing (NLP)

I. INTRODUCTION

In recent years, Large Language Models (LLMs) have made
significant advancements in natural language processing (NLP)
[L]-[3]l, excelling in tasks ranging from text generation to com-
plex problem-solving across industries such as finance, health-
care, arts, and customer services [4]—[7]]. These advancements
have also sparked a growing exploration into the potential of
LLMs to simplify and optimize software interactions. Machine
learning and advanced deep learning techniques have been
extensively explored to enhance the integration of software
systems and optimize a wide range of applications [8[|—[/11]].
As a step forward, LLMs are now being studied as powerful
tools to make software systems more intuitive and accessible
to users of varying technical expertise [12], [13]].

Traditionally, users interact with software, particularly
through Application Programming Interfaces (APIs), which
are crucial for enabling communication between different
software applications [14]. However, interacting with APIs
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typically requires a solid understanding of their structure, pa-
rameters, and specific calls, posing a barrier for non-technical
users or those unfamiliar with the API’s underlying logic [[15].
Integrating LLMs into API management workflows offers an
opportunity to bridge the gap by allowing users to interact with
APIs through simple, natural language inputs, which can open
up new possibilities for users with varying levels of technical
expertise and needs [[16]], [[17].

However, deploying LLMs for API management involves
some challenges, primarily in ensuring that the models accu-
rately interpret and classify natural language inputs into the
correct API calls. Given that APIs have diverse structures
and user inputs vary significantly depending on the context,
it is crucial to develop a reliable system for evaluating LLM
performance across different use cases. To address the chal-
lenges, we propose a novel system that integrates LLMs for
two key functionalities. One functionality is to leverage LLMs
to interpret and classify natural language inputs and accurately
map them to corresponding API calls. Another part is using
LLM to automate the generation of sample datasets tailored
to specific API functions, which is essential for systematically
evaluating LLM performance across various API classification
tasks. Unlike conventional approaches, our framework offers a
scalable and replicable solution to ensure that API workflows
are thoroughly tested with high accuracy and relevance to real-
world applications.

We conduct extensive experiments by generating sample
datasets using GPT-4-turbo for various API functions and
evaluating the classification capabilities of several promi-
nent LLMs, including GPT-4, GPT-40-mini, LLaMA-3-8B,
Gemini-1.5, etc. The results reveal significant variability in
model performance, with GPT-4 achieving a classification
accuracy of 0.996 while LLaMA-3-8B lags behind at 0.758.
These findings demonstrate the potential of LLMs in API
classification, underscore the importance of careful model
selection across different environments, and highlight the
effectiveness of our system as an efficient and practical tool
for customized API management.



II. RELATED WORK
A. LLMs for Natural Language Interfaces

As machine learning field rapidly evolved over the past
decade, its applications have expanded across diverse do-
mains, revolutionizing industries such as technology [18],
[19]], healthcare [20]]-[25]], finance [26]] and road construction
[27]. These advancements not only address complex technical
challenges but also offer streamlined solutions that improve
user experiences [28]-[30]. One of the most transformative
breakthroughs has been the rise of natural language models.
By harnessing deep learning techniques, natural language
interfaces empower users to interact with complex systems
through simple, intuitive commands [31]-[35] , which has
significantly lowered the barrier to traditionally technical op-
erations, making them accessible to non-expert users.

A prominent application is in data querying, where models
can interpret natural language queries and convert them into
structured commands like SQL, enabling non-technical users
to retrieve information from databases without needing to
understand the underlying syntax [36]. Beyond data querying,
LLMs have been integrated into DevOps automation, allowing
users to initiate and manage complex workflows using simple
commands. This integration streamlines tasks such as infras-
tructure provisioning, deployment, and system monitoring,
simplifying the traditionally complex domain of DevOps by
providing a more user-friendly interaction model [37].

Similarly, LLMs are being explored for their potentials
in API interactions. While existing model like Codex can
generate code snippets, the area of API call retrieval remains
underdeveloped [38]]. The complexity of APIs, which often
involve diverse protocols, data formats, and domain-specific
parameters, poses unique challenges. Therefore, there is a
growing need to further research into the performance of
LLMs in API retrieval scenarios. Such research would help
identify the limitations of current models and refine their
ability to accurately select and structure API calls, ultimately
making these tools more adaptable to real-world applications.

B. Synthetis Data Generation

To effectively evaluate LLMs’ capabilities in these complex
tasks, task-specific datasets tailored to the context of API
retrieval are essential. Synthetic data generation has become a
widely adopted approach in domains where real-world data is
either scarce or sensitive. In the field of NLP, models like GPT-
3 have been leveraged to quickly generate synthetic datasets
for tasks such as text classification, enabling models to gener-
alize to specialized domains more efficiently [39]. Similarly,
HumanEval leverages synthetic data to systematically evaluate
models’ abilities in code generation by providing tailored test
cases [40]. In the healthcare domain, synthetic data is applied
to simulate real-world conditions, allowing machine learning
models to be trained and evaluated without compromising
sensitive patient information [40|]. Despite progress in using
synthetic data for general NLP tasks and other domains, API-
specific dataset generation remains underexplored. Existing

approaches often fail to provide domain-specific synthetic
data tailored to API retrieval tasks, limiting their utility
for benchmarking and evaluating LLM performance in real-
world API interactions [41]. Our work addresses this gap by
developing a dataset generation pipeline that generates task-
specific datasets tailored to API functions. This framework
enables rapid benchmarking of various LLMs to assess their
performance in API retrieval tasks. By automating the creation
of synthetic datasets, our solution facilitates the quick and
effective evaluation of LLMSs, ensuring that models are tested
in domain-relevant contexts.

III. METHODOLOGY

In our work, we propose an innovative framework to handle
user prompts by identifying and utilizing the most suitable
LLM for a specific application. Our methodology consists of
two key components: an API retrieval system and a dataset
generation pipeline. These components ensure efficient and
accurate interaction with APIs, optimizing the selection of the
best-performing LLM for the task.

A. API Retrieval System

API retrieval framework is an automated pipeline that
effectively address user queries, ensuring that each query is
correctly classified, passed to the appropriate API function,
and the result is efficiently returned to the user. The structured
workflow can be divided into the following key stages:

1) User Input: The system begins by receiving a natural
language query from the user. During the prompting process,
the user’s input is combined with predefined prompt instruc-
tions before being fed into the LLM. These instructions define
the API hierarchy and establish specific rules for the output
format, ensuring the system’s responses conform to the API’s
structural and functional requirements. This input can vary in
complexity, ranging from simple questions to more complex
commands. The flexibility of LLMs allows the system to
interpret and handle a wide range of user inputs, even when
the input is ambiguously phrased.

2) API Classification: Once the query is received, the
integrated LLM maps it to appropriate API functions. Specif-
ically, the LLM processes the query and returns a label that
categorizes it based on the predefined API hierarchy. Relevant
keywords required for API functions’ input parameters are also
retrieved. The label determines both the API modules and the
specific function needed to fulfill the user’s request. To ensure
efficient processing across available resources, a load balancer
is applied to distribute incoming queries.

3) API Execution: After the label is returned, the API
identifier will request servers for routes to render API func-
tions. This step involves dynamically mapping the extracted
keywords from the query to the input parameters required by
API functions. For example, a weather API call might require
the date and location, whereas a financial API might need
specific transaction details. The API call is then executed,
pulling data from the database. To maintain performance,
Redis is used as a cache database to help alleviate load,
ensuring smooth operations even under high I/O situations.
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4) Result Returned: After the API call is processed, the
result is returned in a user readable way. This step includes
error handling. If any issues arise during API execution, such
as invalid parameters or failed API calls, the system provides
the user with relevant feedback. Additionally, a search history
feature allows users to review their past queries, adding a layer
of functionality for repeated interactions.

This end-to-end framework automates the entire API inter-
actions, minimizing manual intervention and ensuring that user
queries are handled efficiently and accurately. The integration
of API hierarchy during prompting ensures that the system
scales easily, allowing new API categories and functions to be
added as needed.

B. Dataset Generation Pipeline

To efficiently evaluate and select the most suitable large
language model (LLM) for API retrieval tasks, we proposes
an automated data generation pipeline. The pipeline uses batch
prompting to generate 100 unique synthetic queries per batch,
simulating real-world user interactions with APIs. The batch
calling method was chosen for its ability to optimize resource
utilization by reducing the overhead associated with individual
API requests, allowing multiple queries to be processed simul-
taneously. To further enhance the diversity of the queries and
minimize repetition, we designed the prompts to instruct the
LLM to vary phrasing and contexts for each query, while still
adhering to the predefined API hierarchy. This ensures that
the generated queries are rich in variability without sacrificing
alignment with the intended API function.

The generated queries are labeled with both the API mod-
ules and API functions, and stored in JSON format for efficient
processing and management. To ensure high data quality and

consistency throughout the process, each batch undergoes a
manual review to verify label accuracy, ensuring the queries
are correctly mapped to the appropriate API functions. The
validated dataset is then used to evaluate LLMs, where each
model is tasked with classifying the queries into the correct
API modules and function. The model performance is mea-
sured using both module-level and function-level classification
accuracy and the best performing model is integrated into
the inference endpoint. By generating a high-quality, var-
ied dataset to support comprehensive model evaluation, our
approach ensures that the chosen LLM is both robust and
adaptable, capable of handling diverse user queries in real-
world API retrieval tasks.

IV. EXPERIMENTS & RESULTS

We conduct an experiment to assess the effectiveness of
our system in generating high-quality datasets for API classi-
fication and in classifying API calls using various LLMs. The
experiment is structured in two parts: dataset creation and API
classification evaluation.

A. Dataset Generation

We generate datasets for six API modules commonly found
in modern web and mobile applications: Calculator, Notes,
Weather, Email, Notification, and Calendar. These modules
are selected for their widespread applicability across vari-
ous software systems, representing a diverse range of API
functionalities. They span from basic arithmetic operations
to more complex language-based tasks, ensuring comprehen-
sive coverage of typical API interactions. For each of these
modules, we simulate several commonly used functions, each
corresponding to distinct operations or actions. For example,
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the calculator module includes functions such as add, sub-
tract, multiply, divide, while the weather module encompasses
functions like get today_weather, get weekly_forecast, and
get_air_pollution. By selecting API modules with multiple
functions, we ensure that the dataset is sufficiently diverse to
test the classification abilities of the LLMs across both simple
and complex API operations. Additionally, we included a
Routes-Not-Exist module to simulate invalid API calls, testing
the system’s robustness in handling erroneous inputs.

We employ GPT-4-turbo to generate the dataset for this
experiment. GPT-4-turbo is an optimized version of GPT-4,
known for its high accuracy in natural language processing
and cost-effectiveness [42]]. GPT-4-turbo is selected because of
its ability to handle complex data generation tasks efficiently,
allowing us to create a large-scale, high-quality dataset with
minimal manual intervention. As outlined in the Methodology
section, we pre-define specific Data Generation Rules to guide
dataset generation for the selected API modules and functions.
The Data Generation Rules serve as prompts to batch-call the
GPT-4-turbo interface and generate labeled datasets in JSSON
format. The generated datasets are then manually reviewed
with an accuracy of 99.9%. The high accuracy demonstrates
the reliability of leveraging LLMs to automatically generate
high-quality datasets for complex API classification tasks,
minimizing the need for extensive manual intervention. Figure
[3] presents the Data Generation Rules we employ and sample
entries from the generated datasets, where query denotes the
natural language prompt, the first entry of label indicates the

classified API module, and the second entry of label specifies
the corresponding function. The final dataset contains a total
of 1300 samples. Table [[] provides a breakdown of the dataset,
including simulated functions and the number of samples
generated for each API module.

B. API Classification Evaluation

In this experiment, we evaluate a range of prominent
LLMs, GPT-4, GPT-40-mini, GPT-3.5-turbo, LLaMA3-70B,
LLaMA3-8B, and Gemini-1.5, on the generated dataset to
assess the effectiveness of different LLMs in processing com-
plex natural language inputs and mapping them accurately to
predefined API operations. These models are selected based
on their accessibility, popularity, differing architectures and
sizes, and varying performance capabilities, which allows us to
compare their strengths and weaknesses in handling complex
API classification tasks.

As described in the Methodology section, each selected
LLM is integrated into the inference endpoint, where it pro-
cesses the natural language queries from the generated dataset
and classifies them into the appropriate API modules and
functions. The inference results are then compared against
the labeled data to measure model performance using two
metrics: Module Level Classification Accuracy (MLC-Acc)
and Function Level Classification Accuracy (FLC-Acc). MLC-
Acc measures the model’s ability to correctly classify a query
into the appropriate API module, such as identifying whether
the query is related to the calculator, weather, email, or another



TABLE I
LLM-GENERATED SAMPLE DATASET BREAKDOWN

API Module Functions Total Samples
add, subtract, multiply, divide, power, log, factorial,
Calculator _ pLy P 8. J 250
sin, cos, tan
Weather get_today_weather, get_weekly_forecast, get_air_pollution 200
Notes create, get_all_notes, delete_note, update_note 200
. . send_notification, view_notification, mark_as_read,
Notification - ﬁ . —notifi - 200
delete_notification
. compose_email, send_email, read_email,
Email pose-e ; 200
reply_email, delete_email
Calendar add_event, remove_event, update_event, view_event 200
Routes Not Exist | return_invalid_error 50

module. MLC-Acc calculation is shown in Equation (1)) below,

N
MLC-Acc = Ni > 1@ =) (1)

moi=1
where N, is the total number of queries for a module, y;"
is the true module classification, y;" is the predicted module
classification, and 1 is an indicator function that returns 1 if the

predicted module matches the true module and O otherwise.

FLC-Acc measures how well the model can correctly clas-
sify the function within the correct API module, focusing on
precision at the function level when the module classification
is accurate. FLC-ACC is computed as shown in Equation (2)),

Ny 1/n A
Y 15 =y 1@ =)
N "
2 1@ = i)

where N is the total number of function classifications, ylf
is the true function classification, g)lf is the predicted function
classification, vazfl 1(g/™ = y™) counts how many times the
module is correctly classified, and Zquf1 (g =y)-1(g] =
yf ) counts the number of cases where both the module and
function are correctly classified.

FLC-Acc =

2)

C. Results and Discussion

Table [[I] summarizes the performance of each LLM across
different API modules and function classifications. The results
indicate that GPT-4 achieves the highest performance across
both metrics, with an overall MLC-Acc of 0.992 and an
average FLC-Acc of 0.996. It consistently achieves near-
perfect accuracy in all modules, demonstrating the excep-
tional ability of GPT-4 to handle both module-level and
function-level classification, making it highly reliable for real-
world applications requiring high precision across various
API modules. LLaMA3-70B follows closely, achieving an
overall MLC-Acc of 0.964 and an average FLC-Acc of 0.990.
LLaMA3-70B performs particularly well in modules like
Calculator, Email, and Notification, indicating its robustness
in both simpler and more complex tasks. Gemini-1.5 also
demonstrates strong performance, with an overall MLC-Acc

of 0.957 and an average FLC-Acc of 0.981. While Gemini-
1.5 excels in most modules, its performance in modules like
Email and Notification indicates that it may struggle with more
nuanced or complex queries. However, it remains a reliable
option for many API classification tasks, particularly when
considering its strong performance in simpler tasks. GPT-3.5-
turbo achieves moderate results, in both MLC-Acc and FLC-
Acc. Smaller models, GPT-40-mini and LLaMA3-8B, exhibit
the most significant drop in accuracy, especially in complex
modules. The large performance gap between LLaMA3-8B
and its larger counterpart, LLaMA3-70B, suggests that model
size directly impacts the model’s capacity to understand com-
plex language patterns, make accurate predictions, and gen-
eralize well across different contexts. While smaller models
may be more computationally efficient, they often sacrifice
accuracy, particularly in complex classification tasks. For API
management systems requiring high precision, larger models
like LLaMA3-70B and GPT-4 are far better suited.

The results underscore the strong capability of LLMs,
particularly GPT-4 and LLaMA3-70B, in accurately classi-
fying APIs across various common modules and functions,
highlighting their potential to enhance API management sys-
tems. The experiment also demonstrates that our dataset gen-
eration framework provides an effective means to evaluate
the performance of different LLMs, tailored to specific API
functionalities and applications. By automating the generation
and assessment process, our system enables comprehensive
and scalable evaluation, making it easier to identify the most
appropriate LLM for diverse API use cases. This approach
not only streamlines the model selection but also ensures that
applications are matched with the optimal model for their
specific needs.

V. CONCLUSION

In this paper, we develop a comprehensive system that
integrates LLMs for automating API classification and tailored
dataset generation. The strong performance of GPT-4 and
LLaMa-3-70B in our experiments indicates that LLMs can
effectively understand and translate natural language inputs
into precise API calls and improve both user interaction and
API management. Our dataset generation approach provides



TABLE II
MODEL PERFORMANCE ACROSS API MODULES AND FUNCTIONS

Model MLC-Acc 1 FLC-Acc 1
Calculator ~ Weather Notes  Notification =~ Email Calendar  Routes Not Exist ~ Overall Avg
GPT-4 0.996 0.995 0.985 0.990 0.990 0.985 1.000 0.992 0.996
GPT-40-mini 0.928 0.845 0.865 0.835 0.805 0.850 0.860 0.854 0.980
GPT-3.5-turbo 0.976 0.930 0.915 0.910 0.895 0.920 0.900 0.925 0.984
LLaMA3-70B 0.984 0.955 0.960 0.955 0.965 0.950 1.000 0.964 0.990
LLaMA3-8B 0.868 0.775 0.740 0.715 0.690 0.725 0.800 0.758 0.948
Gemini-1.5 0.980 0.965 0.960 0.975 0.925 0.925 1.000 0.958 0.981

a scalable solution for systematically assessing LLM capa-
bilities across different API modules and functions, enabling
developers or business owners to choose the most suitable
model for specific tasks. Overall, the proposed system offers
an efficient and adaptable method for integrating LLMs into
API management for diverse applications.

Despite the promising results, our work still has some
limitations. While larger LLMs like GPT-4 and LLaMA-3-
70B offer high accuracy, their computational cost makes them
less feasible for real-time applications in resource-constrained
environments. Future research could explore finetuning and
optimizing smaller LLMs for API classification without signif-
icantly sacrificing accuracy, making them more practical for a
wider range of applications. Additionally, the current approach
relies on predefined dataset generation rules, which may limit
flexibility when adapting to highly dynamic or evolving API
environments. Future work could focus on extending the
framework to support dynamic dataset generation, enabling
it to automatically adapt to new or evolving APIs without
manual intervention.
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